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Abstract. This paper presents our latest work on Computational Lin-
guistics Applications for Multimedia Services (CLAMS), a open-source
Artificial Intelligence (AI) and machine learning (ML) platform for vari-
ous cultural institutions in the GLAM sector. CLAMS provides a frame-
work for developing and implementing ML-based computational multi-
media analysis tools, and optimizes the processing of audiovisual archival
material by seamlessly integrating tools across various media types, in-
cluding text, audio, video, and images. CLAMS’s primary function, au-
tomated content analysis and information extraction, provides archivists
with an AI-assisted environment for metadata refinement. This will en-
able the cataloging of extensive audiovisual collections, which would be
impossible to complete manually, thus ultimately increasing the usabil-
ity of the audiovisual archives and allowing library patrons and media
researchers to discover and search the archives more easily.
At the core of CLAMS interoperability is the Multi-Media Interchange
Format (MMIF), a structured, JSON-based data abstraction that sup-
ports a consistent data exchange layer between different computational
analysis tools, including AI and ML applications. This allows annotations
from one tool to be easily used by others, enabling complex automated
content analysis workflows.
The paper describes specifics of MMIF, the CLAMS platform and ecosys-
tem, and case studies of CLAMS workflows and evaluation schemes using
data from the American Archive of Public Broadcasting (AAPB). These
use cases illustrate how CLAMS can enhance metadata for mass-digitized
multimedia collections, that is often only implicitly available within the
digitized media and are largely unsearchable and held in archives and
libraries.

Keywords: Artificial intelligence for cultural heritage · Audiovisual archives
· Digital Library

1 Introduction

The growing volume of mass-digitized multimedia content presents significant
challenges for researchers and archivists seeking to unlock the value within audio-
visual materials. Traditional text-based search methods fall short when applied
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to multimedia, making it difficult to efficiently navigate vast archives of video,
audio, and image data. The CLAMS platform [25] addresses this challenge by
offering a suite of interoperable computational tools designed to analyze multi-
media content across different formats and to extract descriptive metadata that
can help build language-based navigation environments, such as multifaceted
search engines.

As a platform for content analysis tools, the MMIF is at the heart of CLAMS,
which ensures that diverse computational analysis tools – whether for natural
language processing or computer vision – can seamlessly interact. This interoper-
ability not only facilitates the development of complex workflows that integrate
visual, auditory, and textual data, but also simplifies the deployment and scal-
ing of workflows for users in archives and libraries. By enabling tools to work
together via a standardized system of annotation types, CLAMS allows orga-
nizations to automate and streamline the enrichment of multimedia metadata,
making collections more accessible and searchable.

In the rest of the paper, we present an overview of the CLAMS platform
and its components and show various applications developed using the CLAMS
software development kit (SDK). Next, we present examples of the CLAMS plat-
form in use, specifically with respect to custom-built workflows to generate meta-
data for multimedia assets, particularly in the context of our collaborative work
with the AAPB. They show how the MMIF format enables the interoperabil-
ity of modular applications. Then, we review evaluations of AI/ML apps within
the CLAMS-AAPB collaboration, including MMIF-enabled human-friendly vi-
sualization of automatically generated annotations. Finally, we examine current
limitations of the platform and plan for the future work.

2 Related work

The digitization of archival collections and the increase in born-digital content
has transformed the field of cultural heritage and archival studies. By converting
physical artifacts into digital formats, institutions can now utilize computational
analysis to improve access, preservation, and interpretation of these valuable re-
sources, tasks which were previously only achievable through manual processes.
Manual analysis of the vast amount of digitized and born-digital data was not
feasible. Consequently, computational analysis has emerged as a cost-effective so-
lution to the labor-intensive nature of traditional archival practices. By automat-
ing tasks such as information extraction, content analysis, pattern recognition,
and metadata creation institutions can optimize their workflows and allocate
resources more efficiently [29].

Early attempts utilized text-based NLP techniques [7,13]. To apply text-
based techniques to non-text data, conversion to text is necessary. For example,
to process audio data from oral history recording, speech-to-text or automatic
speech recognition is required [22]. More recently, with advanced computer vision
software, automatic content analysis of visual features directly using computer
vision techniques has also been conducted [19,20].
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Comprehensive metadata schemes are also required to capture and record
multimodal content elements from mass-volume digital archival material, in ad-
dition to high-performing computational analysis software. In contrast to the
relatively simple data used to describe items in traditional archival collections,
like paper-based resources, time-based audiovisual resources present a substan-
tial challenge. This is due to the richer content contained in video and audio
streams, which must be translated into text records [3]. To manage this, stan-
dard metadata schemes (such as [26,11]) have been created to handle specific
aspects of audiovisual material.

However, the function of metadata extraction extends beyond preservation
and basic organization. A key challenge lies in making vast amounts of rich
metadata available, thereby increasing the discoverability of archival material
for users. To broaden discoverability, it’s crucial to present data about archival
collections in formats that other systems can interpret [23]. This interoperability
of metadata is a central focus of contemporary archival and broadcast work [8].
Recent research highlights the value of more adaptable and abstract data models
based on linked (open) data to achieve this goal [34]

The goal of interoperability is to enable the exchange of data not just be-
tween digital archives, but also between digital systems. This will then allow
different computational tools to work together in a pipelined setting to achieve
more complex information extraction tasks. A number of works show the value
of development of unified, interoperable data model for pipeline environment
[2,21,5].

Regarding the trustworthiness of data generated by AI/ML tools, developers
of large AI systems, particularly LLM-based chatbots, engage in rigorous evalu-
ation to ensure their accuracy and reliability. This evaluation includes quantita-
tive assessments using benchmark datasets such as MMLU [10] and SuperGLUE
[27], which measure performance on tasks including language understanding,
reasoning, and code generation. Beyond these quantitative measures, extrinsic
evaluations also focus on crucial ethical and societal aspects [6], such as trans-
parency, fairness, and the potential for bias or harm. Regarding the practical
institutional users of such models and tools, the GLAM (Galleries, Libraries,
Archives, and Museums) sector, for instance, is actively involved in evaluating
the use of AI, particularly generative AI, within their unique contexts and de-
veloping frameworks to analyze the impact of AI on tasks including descriptive
metadata generation, with a strong emphasis on responsible implementation that
respects ethical considerations and the sensitivity of cultural heritage materials
[18,32]

3 CLAMS platform

The CLAMS platform represents a sophisticated framework that harnesses the
power of AI and ML technologies for in-depth analysis and interpretation of di-
verse media formats. At its core, CLAMS operates through a suite of specialized
AI and ML tools, referred to as “apps”, each designed to extract and convey
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meaningful information of specific attributes from media objects. These apps
are underpinned by a standardized CLAMS-specific language, ensuring seamless
communication and interoperability within the CLAMS ecosystem. This com-
mon language facilitates efficient data sharing and exchange between the apps,
promoting a cohesive and integrated approach to media analysis.

In essence, the CLAMS platform can be envisioned as a synergy of three fun-
damental components: MMIF, a standardized language for representing media-
related information; a robust infrastructure and ecosystem that supports the
development and deployment of new apps; and a shared, common communica-
tion interface that enables seamless interaction between apps to build custom
workflows for multimodal information extraction. This integrated architecture
fosters a dynamic and adaptable environment for media analysis, empowering
the creation of novel workflows that can extract valuable insights from diverse
media sources.

Furthermore, the CLAMS platform’s modular design and use of common
communication protocols enable the seamless integration of new and innovative
AI/ML tools. As advancements in AI/ML research continue to emerge, CLAMS
can readily incorporate these cutting-edge technologies, ensuring that it remains
at the forefront of media analysis and interpretation. This adaptability not only
extends the platform’s capabilities, but also ensures its longevity and relevance
in the ever-evolving landscape of AI/ML technologies.

3.1 Multi-Media Interchange Format (MMIF)

MMIF is a JSON-based format that promotes interoperability among different
multimedia analysis applications by structuring annotations over audiovisual
media and associated text. MMIF was developed as a part of the CLAMS plat-
form and was inspired by the LAPPS Interchange Format (LIF) [33]; however,
it expands on LIF to enable compatibility with data from other modalities such
as video, audio, and images.

MMIF was developed to act as the common tongue of CLAMS to implement
the platform with interoperating analysis tools. MMIF uses some key elements of
the already successful JSON-LD in its syntax and an open linked data vocabulary
for the semantics of the terminology. The vocabulary3 includes a hierarchy of
typed concepts in linguistic and audiovisual information representation.

MMIF data contain both source information (e.g., URI-based pointers to the
source videos, full text transcripts) and the annotations (analysis results) cre-
ated by various CLAMS apps; additionally, each annotation can link to specific
sections of the media or reference other annotations. Separation of the media and
annotations is key to the flexibility of MMIF, as it allows apps to be chained in a
workflow without the need to modify existing annotation layers (from previously
run apps). This ensures that different apps can interact without changing each
other’s outputs. MMIF provides a well-defined schema and vocabulary, which
ensures syntactic and semantic consistency across different apps and reinforces
3 available at https://vocabulary.clams.ai/

https://vocabulary.clams.ai/
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the focus on interoperability that was introduced in the CLAMS framework.
This structure allows users to build complex workflows that integrate different
media processing apps, which streamlines multimedia content analysis.

The different types of multimodal annotations in CLAMS are first catego-
rized by the anchor type on which the annotation is placed. An annotation can
be placed on 1) character offsets of a text, 2) time segments of time-based me-
dia, 3) two-dimensional (width x height) or three-dimensional (w x h x duration)
bounding boxes on images or videos, and 4) other annotations. As an example, a
NamedEntity annotation can be linked to a Token that is itself anchored on char-
acter offsets of a TextDocument. Furthermore, the TextDocument can be created
by an optical character recognition (OCR) app and aligned with a BoundingBox
representing a region on a still image from a specific TimePoint in the source
video.

{
"documents ": [

{
"id": "d0",
"@type": "TextDocument",
"text": {

"@value ": "Fido barks.",
"@lang": "en-US"

}
}

],
"views": [

{
"id": "v0",
"metadata ": { ... },
"annotations ": [

{
"id": "a0",
"@type": "Token",
"properties ": {

"start": 0,
"end": 4,
# more properties

}
}, ... # more annotations

]
},
{

"id": "v1",
"metadata ": { ... },
"annotations ": [

{
"id": "a1",
"@type": "NamedEntity",
"properties ": {

"targets ": [ "v0:a0" ],
"type": "Person",
# more properties

}
}, ... # more annotations

]
}

]
}
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Listing 1.1. Example snippet of the MMIF format. Syntax and values are simplified
for illustrative purposes. The first annotation is “anchored” on characters in the source
text document, and the second annotation is linked to the first annotation.

The annotations derived from the archival materials are classified using the
CLAMS vocabulary, which provides a hierarchical structure of semantic types
with their version-controlled permanent URI’s. This allows for a more nuanced
categorization of the data. For instance, both an application designed to identify
white noise in audio recordings and an application designed to detect blank
screens in video recordings would generate annotations typed as TimeFrame.
However, these TimeFrame annotations would be further subtyped as “noise” to
specify the nature of the identified content (or lack thereof, in the white noise
and black screen).

In order to address the complexity of additional annotation types and I/O
constraints on apps, a layered annotation structure was determined to be the
best implementation choice for the interchange format. This decision was based
on many precedents [28], including LIF [33] and TCF [9]. Namely, a CLAMS
app can take an existing MMIF file as input and add its own analysis output
as a new annotation layer(s) – encapsulated in “view” objects in the JSON syn-
tax – while keeping the input portion of the MMIF as “read-only”. Specifically,
in MMIF, each app generates one or more “view” objects that contain all an-
notations as well as information about the production of the view (producer,
production time, version, included annotation types, etc.). As a result, down-
stream apps can take advantage of view-level metadata to pinpoint and retrieve
specific input annotations as needed. This allows for targeted and efficient ac-
cess to relevant data within the larger analysis workflow, facilitating nuanced
processing by subsequent apps.

Last but not least, the requirement of an API to expose app metadata in all
published CLAMS apps facilitates a standardized way to access critical informa-
tion about the app’s input and output constraints. The metadata can then be
leveraged for a variety of purposes, notably for verification and validation pro-
cedures. For instance, when constructing intricate workflows, the metadata can
be used to perform type checking, ensuring that the data flowing between differ-
ent apps within the workflow adheres to the expected formats and constraints,
thereby preventing errors and enhancing the reliability of the overall workflow
execution.

3.2 Ecosystem support

To support CLAMS app developers, the team provides various helper pack-
ages/elements in various stages in the development and deployment lifecycle.
These resources may include code libraries, pre-built interfaces, deployment
scripts, and documentation, all aimed at increasing developer efficiency and re-
ducing the infrastructural complexity.



A Platform for AI-assisted Archival Metadata Generation 7

SDK The CLAMS Python SDK provides a structured framework and fun-
damental tools for developers to build CLAMS apps. Essentially, it provides
pre-defined interfaces in the form of Python abstract classes, convenient cookie-
cutter development templates, and Python bindings for the MMIF data format.
It simplifies the development of multimedia analysis tools by offering high-level
Python classes and methods for streamlined interaction and manipulation of
MMIF data, enabling seamless integration of text, audio, and video analysis
from other CLAMS apps.

The inclusion of code templates further enhances developer productivity.
These templates offer a pre-defined project structure and configuration files,
allowing developers to quickly set up a new CLAMS app and dive straight into
writing the core logic for primary analysis. This eliminates the need for tedious
and time-consuming setup tasks, enabling developers to focus on the essential
aspects of their application’s functionality.

App and AppMetadata In order for CLAMS apps to function cohesively,
they must provide comprehensive metadata that describes their input/output
specifications, anticipated behaviors, and configurable runtime parameters. This
metadata, based on a predefined scheme within the app template, is supplied
by the developers. The top-level “description” field should offer a clear, human-
readable explanation of the app’s purpose and functionality. “Input”/“output”
specifications primarily encompass syntax (MMIF scheme version) and seman-
tics (annotation types from the CLAMS vocabulary type system) of data that
comes in and goes out. The “parameters” field contains a list of parameters, their
data types, and potential values. This structured metadata can be exported in
machine-readable formats (JSON by default) for use in app management meta-
software.

Using the Python SDK, app implementation essentially involves completing a
method that takes MMIF as input and produces MMIF as output, as specified in
the app metadata. The developer has flexibility in the actual implementation, as
long as the input/output adheres to CLAMS requirements. The app development
template handles entry points to the core method via HTTP and command-line
invocation.

Once developed, the app can be published to the CLAMS App Directory.

App Directory The CLAMS App Directory is a public registry for free and
open-source CLAMS apps4. To release their software as an open, public CLAMS
app, developers can use the GitHub issue tracker-based submission process. Cur-
rently, a member of the CLAMS team reviews the submission to verify the meta-
data and other basic requirements before the app is registered to the CLAMS
App Directory. An app must be containerized for submission (a containerization
script is included in the app development template), and when it’s registered, a
pre-built container image will be provided under the public web page of the app

4 available at https://apps.clams.ai

https://apps.clams.ai
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entry. The Web page also offers human-friendly and machine-readable copies of
the app metadata, allowing users to access and utilize the information in various
ways.

Out of over 20 published apps in the App Directory, some relevant apps have
been identified as follows in the context of this work:

– Audio Segmenters. These applications differentiate between speech and non-
speech segments within audio data.
• inaspeechsegmenter-wrapper
• tonedetection
• brandeis-acs-wrapper

– Automatic Speech Recognition (ASR) and Alignment. (whisper-wrapper)
– Text Recognition Wrappers. Several apps wrap around text recognition mod-

els–also known as OCR, enabling text extraction from images and video
frames such as captions or subtitles.
• tesseractocr-wrapper
• easyocr-wrapper
• doctr-wrapper

– Image Classification (or Scene Recognition). These tools are used to detect
specific visual elements in video frames, aiding tasks like segmenting or clas-
sifying content.
• swt-detection
• pyscenedetect-wrapper

– Multimodal Tools. The directory also includes tools for handling multimodal
data. For example, gentle-forced-aligner-wrapper aligns text transcripts
with their corresponding audio, combining both speech and text modalities
to produce time-synchronized outputs. llava-captioner generates textual
description of given images to create timestamped captions.

– natural language processing (NLP) tools to provide language understanding,
such as named entity recognition (NER) and named entity linking (NEL) or
topical summary extraction.
• spacy-wrapper
• dbpedia-spotlight-wrapper
• tfidf-keywordextractor

3.3 CLAMS workflows

Individual CLAMS applications offer media handlers specialized capabilities for
processing and analyzing video, audio, and textual data, such as transcription
or classification. Namely, when used together as a suite, CLAMS apps facilitate
a range of multi-faceted tasks for multimodal content analysis and descriptive
metadata extraction, all within an integrated and scalable framework.

Furthermore, each CLAMS app is designed with interoperability as a core
principle, ensuring seamless integration into the broader CLAMS platform. This
interoperability is facilitated through both a standard API (HTTP-based or
a Unix pipeline-compatible) provided by the CLAMS SDK and the standard
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MMIF data format. This allows users to combine individual analyzers to cre-
ate custom workflows tailored to the specific requirements of diverse archival
and research projects. These workflows can support complex data processing
tasks and enable multimodal metadata extraction, significantly enhancing the
value and accessibility of archival collections. In the following section, we will
delve deeper into the practical applications of CLAMS workflows, showcasing
specific use cases that highlight their potential in the realm of digital archives
and research.

4 Case studies

4.1 Background

CLAMS apps can be applied to any audio, video, or text documents. How-
ever, they are especially valuable for analyzing and annotating media items with
distinctive but yet under-documented content. For that reason, a key target do-
main for CLAMS app development is audiovisual archives, such as the American
Archive of Public Broadcasting (AAPB) [4]. The AAPB is a collaboration be-
tween the US Library of Congress and GBH (a public media company in Boston,
USA) coordinating a US-wide effort to preserve and make accessible historically
significant public radio and television programming created since the 1950s. Au-
dio and video recordings become part of the AAPB when they are donated by
local public media stations. Typically this involves a local station shipping media
in legacy formats (e.g., U-matic or Betacam SP) off to be digitized, with GBH
and Library of Congress subsequently organizing and preserving the digital files.

One challenge faced by archivists at the AAPB is the fact that the origi-
nal analog tapes may come with little descriptive metadata, perhaps just the
name of the television series, an episode number, and a date. The thin meta-
data supports media access only in those rare cases when a researcher knows
exactly what episode or program they are seeking, but this is inadequate for
supporting discovery or retrieval based on program content or the names of the
persons involved in the production. Hence, professional archivists craft catalog
records, i.e., carefully formulated descriptions structured according to a meta-
data schema (in the case of the AAPB, the schema is PBCore [26]). Creating
thorough catalog records often entails watching or listening to long sections of
the programs and recordings. The audiovisual cataloger’s situation is often akin
to a library cataloger being tasked with cataloging a stack of books, each with
no cover, no table of contents, and no index.

To address this challenge, the CLAMS team has partnered with media archivists
and software developers at the GBH Archives since the inception of the CLAMS
project. This collaboration between academic researchers and professional archivists
helps drive CLAMS development through the identification of concrete, high-
value use cases. GBH archivists also create datasets for training and evaluating
particular apps, and help test apps while they are under development. Hence,
currently, the development and implementation of CLAMS are deeply inter-
twined with the goals and workflows of the GBH Archives due to a close part-
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nership between the two teams. This close relationship necessitates evaluation
strategies that assess both the technical performance and the practical utility of
CLAMS platform within the archival context of AAPB and GBH Archives. The
technical evaluation will be discussed in more detail in section 5.

In the rest of this section, we presents two case studies of complex workflows
with multiple CLAMS apps. First, a “scenes-with-text” workflow to provide a
quick visual index of videos for archivists cataloging new collections donated
by distant stations, without much helpful metadata. Next, a “video-content-
summary” workflow is presented that provides a textual summary of long videos
to quickly understand overall topics and frames.

4.2 Scenes-with-Text (SWT) workflow

SWT was designed based on the insight that certain key scenes in videos dis-
play information from which essential catalog data can be readily inferred. For
example, credits sequences provide the names of the individuals involved in the
program’s production. Lower thirds (“chyrons”) often provide the name, affilia-
tion, and context for the speaker pictured on the screen. Program slates (which
were not typically seen by home viewers but often appear on the tapes before
the program) provide information that was relevant to the television station, like
the tape date, the total runtime, the director, and the producer. Many of these
crucial scenes with text last only a few seconds, and manually scrubbing through
videos to find them is time-consuming and error prone. Hence, an application
that could detect them would be extremely helpful to a video archivist.

Workflow design This workflow is designed to streamline the process of ex-
tracting time intervals of scenes where meaningful text appears and visualizing
the results in a human-readable data format. Specifically, the workflow includes
still image extraction and classification performed at the timepoint level, a pro-
cess to take the sequence of classification results to create interval-level annota-
tions, and finally, generation of visualizations for human verification.

Dataset An obvious approach to creating a scene detection app is to use an
image classifier to categorize still images from a video and then use common
sense heuristics to “stitch” those momentary image sequences together into tem-
porally extended scenes. Advances in computer vision, especially the widespread
adoption of convolutional neural networks (CNNs) throughout the past decade
[31], support accurate classification of images. However, no previous image clas-
sifiers have been trained to discriminate among particular types of scenes with
text, such as slates, chyrons, and credits. Hence, we curated and labeled a set
of roughly 79,500 still images from about 1200 videos in different AAPB collec-
tions to use as training data. We also created a taxonomy of 18 distinct frame
types, and developed a specialized manual annotation (labeling) software tool
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Fig. 1. Example of visaid document in HTML representation

to quickly categorize extracted still images. The taxonomy, annotation guide-
lines, annotation software, and the dataset are publicly available via various
code repository under the project’s GitHub organization. 5

Component implementation The implementation details for each component
within the workflow are as follows:

– Point-wise image annotation: We train a multi-layer perceptron on top of
the features extracted by ConvNeXt [15], a group of pretrained CNN mod-
els. Additionally, we added positional features based on relative timestamp
(current time over total length of the video) of the image, using sinusoidal

5 Due to copyright, not all the images are included in the final dataset artifact.
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embedding. This model constitutes the core of this CLAMS app. Within the
app, predictions about image classification are used to create annotations
about particular time points, denominated in milliseconds, in a video. These
TimePoint annotations are provided in one MMIF “view”.

– Interval-wise scene annotation: Using the image class sequence from the pre-
vious view, we implemented 1-dimensional morphological smoothing algo-
rithms to stitch points into time intervals while removing random misclassi-
fication noises, due to the noisiness of video information and the difficulty of
accurate time point classification. In other words, the stitcher infers continu-
ity of scenes by limiting the influence of small gaps and deviations within a
sequence of time point predictions. The stitcher outputs its scene predictions
as TimeFrame annotations within a second MMIF view, with time frame an-
notations referencing the particular point annotations encompassed by that
frame.

– Visualization: The MMIF produced by the SWT app encodes the information
that is useful to catalogers: the locations of all the scenes with text. However,
MMIF JSON files themselves are inconvenient for a human user who wants
to see visual representations of the scenes. So, to produce cataloger-friendly
resources, data from MMIF data is used to extract frames from each labeled
scene in a video to create a visual index, a “visaid”, for that video. A visaid
is an HTML document that displays a representative frame and the human-
readable time codes for each scene identified by SWT app.

Workflow outputs and evaluation An F-1 score was used to evaluate the
performance of the image classifier on a hold-out evaluation set from the manual
annotation. The most recent model version had F-1 scores of 0.80 for credit
sequences, 0.72 for chyrons, 0.53 for slates, and an overall average of 0.63. The
difference in image classification accuracy before and after applying the stitching
algorithm was used to measure the stitcher’s performance and determine the
best-performing parameter set.

A visaid is created for every new video accessioned by the AAPB, which then
is accessed by AAPB catalogers using the asset-level identifiers for the videos
they are cataloging. With a visaid in hand, a cataloger is well positioned to
expeditiously compose an accurate catalog record including the names of the
persons who contributed to the item.

4.3 Video-Content-Summarization (VCS) workflow

This case study explores a modular workflow for generating structured sum-
maries of broadcast news videos using large multimodal models. Although the
videos analyzed in this case study are not part of the AAPB, the visual style
and format are similar, making this case study broadly applicable to archives like
the AAPB and other collections of television content. The workflow integrates
automatic speech recognition (ASR), shot segmentation, image captioning, and
text summarization, all within the CLAMS platform using MMIF to ensure
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interoperability. The workflow enhances video metadata extraction, improving
accessibility and content management. The output text summaries can be used
to facilitate archivists’ ability to quickly assess the content of a large archive of
video footage without needing to watch each individual video.

Workflow design The following two workflows were constructed and compared
to evaluate the impact of integrating multimodal information:

– Unimodal workflow: This baseline workflow utilizes only the speech tran-
scriptions generated by the automatic speech recognition (ASR) app.

– Multimodal workflow: This workflow incorporates both the ASR transcrip-
tions and shot-level image captions. Shot segmentation was performed to
extract semantic key frames. Image captions for these key frames were gen-
erated using an image-to-text captioning model.

For both workflows, the final step is text summarization, and the combined
textual data from all previous steps was then input into a summarizer app based
on a large language model.

Fig. 2. VCS Workflows

Dataset Our dataset is derived from 24 recorded news broadcasts sourced from
The Museum of Classic Chicago Television, covering a range of regional and na-
tional news stations from the 1970s and 1980s. The videos, along with 25 to 50
lines of summary text per video, were downloaded from the museum’s YouTube
channel. The summary text, pre-annotated by the channel manager, provides
descriptions of video segments in chronological order, including both main con-
tent and commercials. Timestamps in the summary annotation were manually
converted into video segments. The final dataset comprises 1,061 timestamped
chapters, with an average of 46.13 chapters per video and a typical chapter length
of 54.57 seconds.
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Component implementation Again, the implementation details for each
component within the two workflows are as follows:

– Speech recognition: The Whisper model was employed as a CLAMS app.
For this experiment, we used the tiny model size and other empirically con-
figured parameters for better accuracy performance.

– Segmenter: To segment the videos into semantically meaningful chunks,
TransNetV2 [30]—a neural network-based shot detection model—was em-
ployed. The model identifies shot boundaries within the video, and the mid-
dle frame between two boundaries was extracted as a representative key
frame.

– Captioner: For image-to-text caption generation, a variance of LLaVA-Next
[14] was used 6.

– Summarizer: The final step in the workflow is generating textual summaries
based on all text inputs concatenated from previous steps. For this, an 8-bit
quantized version of Meta-Llama-3.1-8B-Instruct [16] was employed for
summarization. The impact of providing few-shot examples to LLaMA as
part of the prompt was also evaluated.

Workflow outputs and evaluation The final output from the workflows con-
sists of sets of text snippets that summarize segments in the video. These were
then compared side-by-side with pre-annotated summary text downloaded from
the YouTube channel to evaluate the quality of the auto-generated summary.
Standard automated metrics commonly used in text generation tasks were em-
ployed to evaluate the quality of the generated chapter summaries. Specifically,
BLEU was used to measure n-gram overlaps, ROUGE to evaluate recall-oriented
overlaps with the reference texts, and Semantic Textual Similarity (STS) scores
were calculated using the SentenceTransformers [24] model all-MiniLM-L6-v2.
Due to discrepancies in text length, unigram-level measurements for both BLEU
and ROUGE metrics were prioritized.

In addition to the automatic scoring, a qualitative evaluation was conducted
based on human judgment, using a rubric inspired by [12] to measure four aspects
of the generated text:

1. Quantity: text length and content coverage.
2. Quality: content precision and model hallucination.
3. Relevance: salience and repetition.
4. Manner: text coherence and matching tone.

Table 4.3 presents a tabular view of the automated evaluation and manual rating
results for different workflow configurations.

Our analysis highlights challenges with automated metrics and emphasizes
the value of human evaluation for nuanced assessment. This work demonstrates
the effectiveness of multimodal summarization for video metadata extraction and
6 Specifically the model at https://huggingface.co/llava-hf/llava-v1.6-mistral-7b-hf,

4-bit quantized for processing speed.

https://huggingface.co/llava-hf/llava-v1.6-mistral-7b-hf
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paves the way for enhanced video accessibility. For a more complete analysis and
discussion of the results, see our other paper [17].

Pipeline Avg BLEU Avg STS Avg R-1 Avg R-L Avg Rating [0,4]

UM + FS 0.1386 0.4819 0.2881 0.2534 2.507
MM 0.1125 0.4805 0.1917 0.1985 2.376
MM + FS 0.1146 0.4516 0.2103 0.2030 1.943

Table 1. Summary of Evaluation Scores for Different Pipeline Configurations-
Unimodal+FewShot, Multimodal, Multimodal+FewShot

5 Evaluation platform

In the previous section, we presented a couple of specific examples of our evalu-
ation methods for CLAMS workflows. More broadly, we are developing an eval-
uation platform based on ground truth data we created on top of subsets of the
AAPB collection as a part of the collaboration. In developing such a platform,
we take these principles into account:

– Iterative Evaluation: The evaluation of CLAMS should be an ongoing pro-
cess, with feedback from archivists used to iteratively improve the system.

– Open and Comparative Evaluation: Where possible, it would be beneficial to
compare the performance of an application against other similar applications
or methods used for subject tasks.

– User Impact evaluation: Ultimately, the success of CLAMS should be mea-
sured by its long-term impact on usability and accessibility for archivists
working on large audiovisual collections.

By attempting to employ a multi-faceted evaluation approach that combines
technical metrics with human-centered feedback, it will be possible to gain a
comprehensive understanding of the value that we bring to archival practice at
audiovisual archives. The evaluation software will be published via open GitHub
repositories, along with the evaluation dataset, to the extent permitted by li-
censes of the audiovisual source materials.

In the remainder of this section, we present more examples of task-specific
evaluation processes implemented in the CLAMS-AAPB collaboration.

5.1 Classification

Evaluation metric Precision, recall and their average score (F-1) are used to
measure the accuracy of the classifier models, as is common practice.
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Dataset For video scene type classification, a subset of the annotations created
during the development of the SWT app will be used as the benchmark. For audio
classification, the current focus is to create a unified dataset tagged primarily
for music, silence, noise, and speech, then specific languages for speech.

5.2 Speech recognition

Evaluation metric The primary evaluation metric is word-error rate (WER).
However, we acknowledge the limitations of WER with respect to numbers,
proper nouns, and punctuation. We are investigating alternative metrics or im-
provements to WER to provide a more comprehensive and realistic evaluation
of speech recognition applications.

Dataset For this task, we are using manual transcripts of news shows created
by the production team and donated as part of the AAPB collections. Unfortu-
nately, the license on the transcript does not permit us to upload the raw text
to a public repository.

5.3 Named entity (NE)

Evaluation metric NER identifies and categorizes named entities within text,
such as names of people, organizations, locations, etc. NER can be seen as a
selection task, aiming to highlight relevant text spans. Therefore, it is evalu-
ated using word-level precision and recall, measuring how accurately the system
identifies and selects the correct words. NEL on the other hand, goes beyond
recognition and aims to link the identified entities to their corresponding entries
in a knowledge base or authority records. Given a piece of text, NEL classifies
it by finding the most probable entity match within the underlying authority
records.

Dataset Rather than using publicly available NE datasets, we manually an-
notated text-spans of NEs and added them to a small sample of news show
transcripts to create an in-domain evaluation dataset. Links between NEs and
real-world entities were then manually created using Wikidata as the authority
source. The links are being used for benchmarking NEL applications.

5.4 Human verification

The reliance on automatic evaluation based on accuracy measurements may not
accurately reflect real-world performance and usability. To that end, it is essential
to manually verify information extracted by AI/ML models, address potential
discrepancies in practicality, and finally refine them into usable metadata. Due
to this necessity, we developed a prototype MMIF visualizer as a reference im-
plementation of an MMIF client. This visualizer offers a graphical user interface
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for interacting with source media and extract annotations, allowing users to nav-
igate video content while simultaneously exploring the structured data encoded
in the MMIF file.

The current implementation of the MMIF visualizer is a HTML-based rep-
resentation of a video play on the left panel and tabbed interface on the right
panel that enables navigation through MMIF data that include annotations from
various CLAMS applications (e.g., speech recognition, shot detection, image cap-
tioning). Users can search through the annotations, easily switch between differ-
ent views, and analyze the MMIF data linked to specific time segments in the
video. They can also browse annotations and follow links to the specific video
segment from which the annotation was generated.

The MMIF visualizer aims to provide references of various visual represen-
tations of the information in MMIF data, enhancing the utility of MMIF and
facilitating streamlined interaction with both the media and the metadata for
archivists and researchers. Further specialized visualization tools could be devel-
oped to incorporate specific needs in manual evaluation workflow. For example,
the previously discussed visaid HTML documents allow archivists to use SWT
annotations during cataloging processes have been used for quickly visually ex-
amining and informally assessing SWT output.

6 Limitations and future work

Workflow engine In the initial phases of the project, Galaxy [1] was employed
as a GUI-based workflow engine (WFE) to design and execute workflows. How-
ever, due to scalability and compatibility issues, the development of the custom
Galaxy-based CLAMS WFE was discontinued, and no suitable alternative is
currently available. Due to its design principles of interoperability and customiz-
able workflows, the CLAMS platform and its constituent apps allow users to
leverage existing workflow engines to execute the components within their own
environments. For instance, the GBH Archives developed a custom workflow
engine based on Metaflow7 to utilize CLAMS for processing large collections
in the AAPB. As a mitigation for small-scale institutions without additional
resource to build large-scale custom environment, we are developing pre-baked
container images that encapsulate complex CLAMS workflows consisting of mul-
tiple applications and a final data exporter for human end-users into a unified
software package. This is only a partial solution until a suitable workflow engine
is reintroduced; however, we posit that this approach will enable users to avoid
authoring their own workflow scripts and provide them with concepts for other
sophisticated workflows.

Inherent copyright issues in archival settings Copyright concerns are a
significant challenge within archival environments, especially with audiovisual
material. Due to these concerns, we are strategically avoiding the development
7 https://metaflow.org/

https://metaflow.org/
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and implementation of API wrappers that transmit data to external commercial
models. This decision is a response to the potential for copyright infringement
from the unauthorized use of copyrighted materials in archival collections. This
approach reflects our commitment to respecting intellectual property rights in
the context of archival preservation and access.

Hardware requirements for Large ML models Large, advanced machine
learning models often require specific hardware configurations for optimal perfor-
mance, including powerful GPUs or specialized AI accelerators. These hardware
requirements can pose significant challenges for libraries and archives that wish
to use these models with their collections, as they may not have the necessary
infrastructure or expertise to support them. While cloud-based solutions and pre-
built container images can offer a more accessible deployment option for some
users, they do not address the underlying hardware dependencies. Additionally,
the ongoing fast-paced evolution of the technical landscape means that hardware
requirements are likely to continue to change and increase over time, posing an
ongoing challenge for institutions that wish to stay current with these rapidly
developing technologies.

“Blackbox”-ness of ML tools Ensuring transparency and accountability in
large and complex machine learning models is a significant challenge. Due to
the intricate nature of these models, it is often difficult to understand how they
reach their conclusions. Hence, directly using the outputs from these tools for
the publication of metadata in archive/library settings can be extremely risky.
Current workflows within the AAPB use human judgment to create catalog
records informed by the output of CLAMS apps. We recommend that other
users of the CLAMS apps exercise similar caution when using the outputs from
these tools for production and publication purposes.

AI Literacy Promoting AI literacy is a key goal. We’re actively working to
provide up-to-date documentation and an open evaluation platform. These re-
sources aim to help users understand the development and evaluation processes
of AI tools.
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8 Conclusion

In this work, we present the CLAMS platform, a sophisticated open-source
framework that utilizes AI and ML to analyze and interpret various media for-
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mats. The platform encompasses a suite of specialized AI and ML tools called
apps, each designed to extract specific information from media objects. These
apps are designed to operate seamlessly, allowing for the creation of custom
workflows for multimodal information extraction, utilizing interchangeable data
formats and common interfaces designed for interoperability. This interoper-
ability facilitates the development of complex pipelines that integrate visual,
auditory, and textual data, thereby simplifying the automation of information
extraction that can be used in the future for metadata refinement and enrichment
for audiovisual archival material.

The included case studies demonstrate that the CLAMS platform can pro-
vide a robust solution for processing and analyzing multimedia content, par-
ticularly in archival contexts. It addresses challenges encountered by archivists,
such as managing media with limited descriptive metadata. CLAMS applica-
tions can help transform raw audiovisual material into searchable datasets with
rich metadata, ultimately enhancing the accessibility and usability of extensive
multimedia collections.

Grounded in the limitations of the current work, we will continue to refine
and enhance our tools and platform to enable more streamlined adoption by
both small and large-scale GLAM institutions with audiovisual collections. This
will include ongoing development and optimization to address specific needs in
archival context, ensuring that our platform remains adaptable, scalable, and
open and transparent for future users.
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